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Semantic Resources

BabelNet 
-Multilingual Knowledge Base-

The increasing amount of multilingual text collections available in different 
domains makes its automatic processing essential for the development of a given 
field. However, standard processing techniques based on statistical clues and 
keyword searches have clear limitations. Instead, we propose a knowledge-based 
processing pipeline which overcomes most of the limitations of these techniques.  
This, in turn, enables direct comparison across texts in different languages without 
the need of translation.  In this paper we show the potential of this approach for 
semantically indexing multilingual text collections in the history domain.  In our 
experiments we used a version of the Bible translated in four different languages, 
evaluating the precision of our semantic indexing pipeline and showing its 
reliability on the cross-lingual text retrieval task

BabelNet (Navigli and Ponzetto, 2012) is both a multilingual encyclopedic 
dictionary, with lexicographic and encyclopedic coverage of terms, and a 
semantic network which connects concepts and named entities in a very large 
network of semantic relations, made up of about 14 million entries, called Babel 
synsets. Each Babel synset represents a given meaning and contains all the 
synonyms which express that meaning in a range of different languages.

Cross-lingual text retrieval
Task: Given a paragraph/text as input, retrieve its most similar texts (in any 
language)

Method: 
- Texts are represented as a set of unambiguous concepts/entities
- Similarity measure: Jaccard coefficient for sets

XML format

Release: Data and Interface
http://wwwusers.di.uniroma1.it/~raganato/semantic-indexing/
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 For the semantic processing we rely on BabelNet (Navigli and Ponzetto, 2012), a large 
multilingual encyclope-dic dictionary and semantic network. 
Our methodology is divided in two main steps: (1) corpus preprocessing including 
disambiguation and entitylinking (Section 2.1) and (2) semantic indexing preprocessed  
texts4are  disambiguated  using  Babelfy  (Moro  et  al.,  2014),  a  
state-of-the-artknowledge-based Word Sense Disambiguation and Entity Linking system 
based on BabelNet. 
or indexing a given text collection we directly use the output provided on the 
disambiguationstep. Given a certain BabelNet synset

Babelfy 
-Multilingual Disambiguation and Entity Linking-

Babelfy (Moro et al., 2014) is a unified, multilingual, graph-based approach to 
Entity Linking and Word Sense Disambiguation based on a loose identification of 
candidate meanings coupled with a densest subgraph heuristic which selects 
high-coherence semantic interpretations. 
Babelfy is based on the BabelNet multilingual semantic network.

As a result of this work,  we provide a tool for semantically indexing any 
given corpus13and releaseit athttp://wwwusers.di.uniroma1.it/ ̃
raganato/semantic-indexing. The tool isintended for non-expert users, i.e., 
users that do not require any prior programming knowledge.First, the input 
corpus is disambiguated (see Section 2.1) and is automatically stored in 
standard XML-formatted files, following the annotation format used in 
Camacho-Collados et al. (2016a). In our case anXML file is produced for 
each document and documents are disambiguated paragraph by paragraph 
bydefault. Figure 3 shows a sample XML output file for a portion of the 
Bible. 

Our methodology is divided in two main steps: (1) corpus 
preprocessing including disambiguation and entity linking and (2) 
semantic indexing. 
Preprocessed  texts are  disambiguated  using  Babelfy, and in order to 
index a given text collection we directly use the output provided on the 
disambiguation step.

Semantic Indexing of Multilingual Corpora
Based on the pre-disambiguation of a corpus (Babelfy)

Search by concept/entity. Two main advantages over keyword searches:

- Unambiguous search

- Search in different languages

Disambiguation quality 
Evaluation corpus: Two chapters of the Bible

Baseline: MCS (Most Common Sense)

Results (Precision):

Experiments
Evaluation corpus: The Bible

Languages: English, French, Russian and Spanish

Task: Given an input chapter in the input language, retrieve the same chapter in the 
output language.
Baselines: Jaccard similarity after Machine Translation (MT+Jaccard) and Cosine 
similarity of the average of word embeddings after Machine Translation (MT+Word2Vec)
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