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Main submissions

English -> German

Data Filtering

We used multiple filtering methods:
○ Heuristic filters
○ Language Identifiers

Finnish -> English
Training:

• Filtered versions of Europarl, ParaCrawl, 
Rapid, Wikititles, newsdev2015 and 
newstest2015 as well as backtranslations 
(12.3M–26.7M sentence pairs, different 
samplings of back-translations)

Validation:
• Newstest 2016

Training:
• Filtered versions of Europarl, NewsCommentary, Rapid, 

CommonCrawl, ParaCrawl, Wikititles, and backtranslations
• 15.7M sentence pairs

Validation:
• Newstest 2011-2016

Shared second place in the manual 
evaluation for 

English -> German
Shared third place for

English -> Finnish
Shared fifth place for 

Finnish -> English

 Language pairs: 
• English<->Finnish 
• English ->German

 Transformer architecture (Vaswani et al., 
2017):

• big version, 6 layers of hidden size 4096, 
16 attention heads, and a dropout of 0.1 

• OpenNMT-py framework (Klein et al., 
2017) 

• MarianNMT (Junczys-Dowmunt et al., 
2018)

Subword units (Sennrich et al., 2016): 
• joint BPE vocabulary of 37 000 units for 

each language pair for English-Finnish
• vocabulary of 35 000 units for 

English-German 

Back-translation (Sennrich et al., 2016): 
• We translated the monolingual English 

news data from the years 2007–2018, 
from which we used a filtered and 
sampled subset of 7M sentences for our 
Finnish–English systems, and the Finnish 
data from years 2014–2018 using our 
WMT 2018 submissions

• We also used the back-translations we 
generated for the WMT 2017 news 
translation task with an SMT model to 
create 5.5M sentences of from the 
Finnish news2014 and news2016 
corpora (Östling et al., 2017).

• For English-German we created 
backtranslations with a standard 
Transformer model resulting in 10.3M 
sentence pairs

English -> Finnish
Training:

• Filtered versions of Europarl, 
ParaCrawl, Rapid, Wikititles, 
newsdev2015 and newstest2015 as 
well as backtranslations (8.5M 
sentence pairs)

Validation:
• Newstest 2016

English <->  Finnish

Rule-based MT:
• Updated version of the Hurskainen and Tiedemann (2017) 

and Raganato et al. (2018)  system, improving mainly:
• Translation of English noun compounds
• Translation of questions
• Translation of Temporal subordinate clauses
• Rule optimization (30% of rules were removed)

Rule-based system (English - Finnish)

Final submission

Document-level systems (English -> German)

Experiments

○ Language model filters
○ Word-alignment filter

We did experiments with two types of document-level models:
● Concatenation models (Tiedemann and Scherrer, 2017)
● Hierarchical attention models: NMT-HAN (Miculicich et al., 2018) and selectAttn (Maruf et al., 2019). 

• For English–>Finnish, our experiments 
also include a rule-based system  
(Raganato et al., 2018).


