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What is it?

● SEW (Semantically Enriched Wikipedia) is a sense-annotated 
corpus automatically built from Wikipedia by exploiting its 
hyperlink structure along with the wide-coverage sense 
inventory of BabelNet.

● SEW constitutes both a large-scale Wikipedia-based semantic 
network and a sense-tagged dataset with more than 200 
million annotations of over 4 million different concepts and 
named entities.

Preprocessing
● Tokenization

● Part-of-speech tagging

● Lemmatization

● Filtering of uninformative pages 
(e.g. ‘List of’, disambiguation 
pages, common surnames)
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Refinement Statistics

Evaluation #1

Evaluation #2

● Surface Mention Propagation    
(SP)

● Lemmatized Mention Propagation 
(LP)

● Person Mention Propagation     
(PP)

● Wikipedia Inlink Propagation 
(WIL)

● BabelNet Inlink Propagation (BIL)

● Category Propagation (CP) ● Monosemous Content Word (MP)

Category entropy:
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1. Prefer intra-page 
annotations over 
inter-page ones

2. if the mention is still 
ambiguous after 1. prefer 
the longest match

3. if the mention is still 
ambiguous after 1. and 2. 
remove all annotations

Conservative policy to deal with overlapping mentions and duplicates:

Intrinsic Evaluation - Annotation Quality:
SEW’s pipeline on a hand-labeled evaluation set 
of 2000 Wikipages (Noraset et al. 2014)

Extrinsic Evaluation - Entity Linking:
training IMS (Zhong and Ng, 2010), a supervised WSD system, on SEW

Using SEW to build vector representations for 
BabelNet senses and Wikipedia pages:

WB-SEW

SB-SEW

Pearson (r) and Spearman (⍴) correlation figures in the word similarity task:

Pearson (r) and Spearman (⍴) for multilingual word similarity on RG-65:
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Sense-annotated
Multi UN corpus
(Taghipour and Ng, 2015)

Wikilinks: over 10M 
Wikipedia-annotated web 
pages (Singh et al., 2012)
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Licenses

SupWSD Toolkit: GNU General Public License v3.0 SupWSD API: Creative Commons Attribution-Non Commercial-Share Alike 3.0 License

Online Demo:  https://goo.gl/yXq84e

Toolkit:  https://goo.gl/ACYijt Java API:  https://goo.gl/pU6HN5

Experiments

● F-scores (%) of different models in five all-words WSD 
datasets.

● Speed comparison for both training and testing:
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Also available as 
Chrome Extension!

● Right-click on text and select:

● When the disambiguation is ready, the 
text will be highlighted

● Mouse over it to see the sense tags

Disambiguate

● The SupWSD Java API (version 1.1.0, June 2017) is a 
Java binding to an HTTP RESTful service that gives 
you programmatic access to SupWSD:

● The SupWSD toolkit (version 1.0.0, June 2017) 
is an open-source Java toolkit for supervised 
WSD (also including pre-trained English models 
on SemCor and OMSTI) which enables you to:

Sense keys 
(WordNet)

Confidence 
(probability)

○ add a customized parser for  the input 
(XML, free text, etc.)

○ add a customized preprocessing module 
to the pipeline (e.g. NER)

○ add a new feature to the classifier (with 
default value, cut-off value, extractor)

○ add a new classifier to the pipeline


