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● Aux. Task #1 (LEX): Coarse-grained semantic 
labels from WordNet lexicographer files

● Aux. Task #2 (POS): Universal parts of speech
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● Training on:
English 
annotated data 
(SemCor)

● Testing on:
all the languages 
supported by the 
embeddings
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● Fine-Grained WSD:
SemCor as training set, unified evaluation framework (Raganato et al. 2017),  pre-trained 
embeddings (English ukWaC), MFS backoff strategy for unknown words

SemEval-2007 
(development set)

Senseval-2 Senseval-3 SemEval-2013 SemEval-2015

BiLSTM +att. +LEX +POS Seq2Seq +att. +LEX +POS

IMS +embeddings 
(Iacobacci et al. 2016)

Context2Vec 
(Melamud et al. 2016)

UKB MFS

Babelfy           
(Moro et al. 2014)

Competing 
Systems:

Supervised Knowledge-based

● Multilingual WSD:
SemCor as training set, Semeval 2013 
task 12 as benchmark
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● Coarse-Grained WSD:
SemCor as training set, Semeval 2007 task 7 
as benchmark
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BiLSTM+att.+LEX (bilingual)

BiLSTM+att.+LEX (multilingual)

UMCC-DLSI
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BiLSTM+att.+LEX+POS

Seq2Seq+att.+LEX

Seq2Seq+att.+LEX+POS

IMS

Chen et al. 2014

Yuan et al. 2016
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● The best supervised WSD approaches rely on the “word 
expert” paradigm:
○ Each disambiguation target is treated as an 

independent classification problem;
○ An individual model has to be obtained for every 

ambiguous word type.
 Can we model disambiguation at the 
sequence level using a single all-words model?

● Even though supervised approaches are more accurate 
than knowledge-based ones, the latter are far more 
flexible to use in downstream applications (e.g. can 
work with multiple languages).
Can we develop more flexible models that are 
still able to retain state-of-the-art accuracy?


